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The Concept of Interpolation

• Interpolation is a family of methods studied in Numerical 
Analysis (NA), a field of Mathematics. NA is oriented to 
finding approximate solutions to mathematical problems. 
Those solutions should be as accurate as possible.

• Let’s assume that we have a set of points that correspond to a 
certain function. We don’t know the exact expression of the 
function, but just those points. And we want to calculate the 
value of the function on some other points. Interpolation allows 
for approximating this function by using other simpler 
functions. The approximated function should pass through 
all the points in the previously known set. Then, it could be 
used to estimate other points not included in the set.

• Some of the types of Interpolation
• Linear Interpolation

• Polynomial Interpolation

• Spline Interpolation



Linear Interpolation

In the following figure, the blue line represents the 
linear interpolant between the two red points.

Let’s assume that we’re approximating a value 

of some function f with a linear polynomial P. 
Then, the error R = f(x) – P(x) is calculated by:

We can also use linear interpolation with more than 

two points, but the error increases according to the 
degree of curvature of the function.



Polynomial Interpolation

Polynomial interpolation is a method used to interpolate between N points by a polynomial. Let’s 

consider a set with N points. Then we can always find a polynomial that passes through those N 

points. And this polynomial is unique. Polynomial interpolation is advantageous because 

polynomials are easier to evaluate, differentiate, and integrate.

The following blue curve shows the interpolation 
polynomial adjusted to the red dots.

Where



• Spline interpolation is a mathematical technique used to construct a smooth curve or surface that passes 
through a set of given points. It is particularly useful when you have a set of scattered data points and 
want to estimate values between those points or interpolate missing data.

• In spline interpolation, a spline function is used to connect the given points by a piecewise-defined curve 
or surface. The spline function is typically a polynomial function that is defined on each interval between 
two adjacent points. These polynomials are chosen in such a way that they smoothly join together at the 
given points, ensuring continuity of the curve or surface.

• The most commonly used form of spline interpolation is cubic spline interpolation, where the piecewise 
functions are cubic polynomials. The cubic spline interpolation provides a smooth curve that passes 
through each of the given points, and it also ensures the first and second derivatives of the curve are 
continuous at each point.

• Spline interpolation has applications in various fields such as computer graphics, numerical analysis, and 
data analysis. It provides a flexible and accurate way to approximate functions or estimate values based 
on a limited set of data points, while maintaining smoothness and continuity.

Spline Interpolation



1. Range: Interpolation is used to estimate values within the known range of data points, while extrapolation is 
used to estimate values outside the known range.

2. Assumptions: Interpolation assumes that the relationship between the data points is continuous, while 
extrapolation assumes that the relationship observed within the known range will continue to hold true 
outside that range.

3. Uncertainty: Interpolation is generally considered to be more reliable because it is based on existing data. 
Extrapolation, on the other hand, comes with greater uncertainty and risk due to its reliance on assumptions 
about the data trend continuing.

In summary, interpolation and extrapolation are methods used to estimate values within or outside the range 
of known data points, respectively. Interpolation is used within the known range and assumes continuity, 
while extrapolation extends beyond the known range, making assumptions about the data trend continuing. 
Interpolation is generally more reliable, while extrapolation is riskier and should be used with caution.

Interpolation vs Extrapolation



Lagrange’s Interpolation











C Source Code: Lagrange Interpolation



C Program Output: Lagrange Interpolation



Newton’s Interpolation using divided differences































• Regression analysis is a family of methods in Statistics to determine relations in data. Those 
methods allow for evaluating the dependency of one variable on other variables. They are used to 
find trends in the analyzed data and quantify them. Regression analysis attempt to precisely predict the 
value of a dependent variable from the values of the independent variables. It also addresses measuring 
the degree of impact of each independent variable in the result.

• The dependent variable is usually called the response or outcome. The independent variables are called 
features, and predictors, among others. This way, regression provides an equation to predict the response. 
For example, the value of the dependent variable is based on a particular combination of the feature 
values.

• regression analysis can be used for both interpolation and extrapolation, but extrapolation involves 
greater uncertainty and should be used with caution, taking into consideration the limitations and 
potential risks associated with extending the regression model beyond the observed data range.

• Some of the Regressions are:

• Linear Regression

• Least Square Method

The Concept of Regression



• Linear regression approaches modeling the relationship 
between some dependent variables and other independent 
variables by a linear function. The linear regression model 
assumes a linear relationship between the dependent 
variable y and the independent variable x, like in the equation y 
= a + b.x, where y is the estimated dependent variable, a is a 
constant, and b is the regression coefficient, and x is the 
independent variable.

• Linear regression considers that both variables are linearly 
related on average. Thus, for a fixed value of x, the actual value 
of y differs by a random amount from its expected value. 
Therefore, there is a random error ε, and the equation should be 
expressed as y = a + bx + ε, where ε is a random variable.

Linear Regression



Least Squares Method



Interpolation and regression methods present similarities as they both:

• Derive from Mathematics

• Are oriented to process a set of data points

• Are used to calculate new points

• New calculated points should be accurate as possible

• Model the dataset by a function

• Have models for linear and non-linear cases

Similarities Between Interpolation & Regression



Difference Between Interpolation & Regression

























Lab Questions

6. Write a program to demonstrate Lagrange’ Polynomial

7. Write a C program for Curve Fitting (Fitting Linear Equations)











Past Questions




